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Universal and nonuniversal features in the crossover from linear to nonlinear interface growth
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We study a restricted solid-on-solid model involving deposition and evaporation with probabilities p and
1—p, respectively, in one-dimensional substrates. It presents a crossover from Edwards-Wilkinson (EW) to
Kardar-Parisi-Zhang (KPZ) scaling for p=0.5. The associated KPZ equation is analytically derived, exhibiting
a coefficient \ of the nonlinear term proportional to ¢ =p—1/2, which is confirmed numerically by calculation
of tilt-dependent growth velocities for several values of p. This linear A —¢ relation contrasts to the apparently
universal parabolic law obtained in competitive models mixing EW and KPZ components. The regions where
the interface roughness shows pure EW and KPZ scaling are identified for 0.55<p=<0.8, which provides
numerical estimates of the crossover times 7,. They scale as f,~\"? with ¢=4.1+0.1, which is in excellent
agreement with the theoretically predicted universal value ¢=4 and improves previous numerical estimates,

which suggested ¢~ 3.
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I. INTRODUCTION

The competition between different growth mechanisms is
a characteristic of many real processes and has been the sub-
ject of intensive investigation in the last years. Many authors
considered competitive growth models in which different dy-
namic rules are randomly chosen for the aggregation of the
incident particles [1-13] and applications to real systems
were suggested. Such simplified models may mimic, for in-
stance, the effects of large energy distributions of the inci-
dent atoms, which lead to different dynamic behavior as they
arrive at the film surface. They usually show crossover ef-
fects from one dynamics at small times ¢ or short length
scales L to another dynamics at long ¢ or large L.

In many cases, a crossover from the Edwards-Wilkinson
(EW) [14] dynamics to Kardar-Parisi-Zhang (KPZ) growth
[15] is observed. The Langevin-type equation

oh A R
P vW2h + E(Vh)z + 5(x,10), (1)

known as the KPZ equation, is a hydrodynamic description
of kinetic surface roughening, where #/ is the height at the
position x in a d-dimensional substrate at time ¢, v represents
a surface tension, \ represents the excess velocity, and 7 is a
Gaussian noise [15,16] with zero mean and variance
(X, 0)n(x",t"))=D&(x—x")8(t—t"). When A\=0 in Eq. (1),
we obtain the (linear) EW equation. Thus, if \ is very small,
the features of EW growth are expected at small times and a
crossover to KPZ behavior is observed at a characteristic
time ¢, when the macroscopic properties are affected by the
overall nonlinear character of the process. In this paper, we
will analyze universal and nonuniversal features of this
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crossover in lattice models through analytical and numerical
methods.

The roughness (or interface width) W(L,¢) is the simplest
quantity that indicates crossover effects. In lattice models, it
is defined as

1

1 e
W(L,1) = {52 (h,v—h)z} )

for deposition in a d-dimensional substrate of length L (h; is

the height of column i at time 7, the overbar in A denotes a
spatial average, and the angular brackets denote a configura-
tional average). In a typical EW or KPZ system, it scales for
small times as

W~ 8. (3)

However, when the crossover EW-KPZ is present, the rough-
ness exhibits two growth regions, characteristic of EW and
KPZ scaling (Bgw< Bxpz in any dimension), as shown quali-
tatively in Fig. 1. At long times, the roughness saturates as

W, ~ LY. 4)

t« is the crossover time to the steady-state or saturation re-
gime, also shown in Fig. 1.

From plausible scaling arguments (reviewed in Sec. III),
several authors suggested that, in d=1, the EW-KPZ cross-
over takes place for small A at

Aoon
il :/tc :/tx
Log(9)

FIG. 1. Typical time evolution of the roughness of a system with
an EW-KPZ crossover at time 7. and saturation time 7.
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with a universal crossover exponent ¢=4 [17-20]. However,
to our knowledge the best known numerical estimate of this
crossover exponent is ¢p=~3. It was obtained by Grossman,
Guo, and Grant [18] and by Forrest and Toral [20] through
numerical solutions of the KPZ equation and data collapse
methods. Recent works on lattice models confirmed the ex-
pected scaling relations for the growth and saturation re-
gimes of KPZ, even in the presence of the EW-KPZ cross-
over [6], but they were not able to improve the results for the
EW regime (1<<z.) or the crossover regions (¢~1.). Thus,
neither a numerical confirmation nor a thoroughly justified
refutation of the universality of the exponent ¢=4 has been
presented yet.

On the other hand, a universal relation between the coef-
ficient A and parameters of competitive lattice models with
the EW-KPZ crossover was recently proposed by Braunstein
and co-workers [7,9]. They considered processes where the
aggregation of incident particles followed the rules of a KPZ
lattice model with probability p and the rules of an EW
model with probability 1—p. The most studied representative
[4,6] is the competitive model involving ballistic deposition
[(BD) KPZ class] [21] and the Family model, also known as
random deposition with surface relaxation [(RDSR) EW
class] [22]. The derivation of the corresponding KPZ equa-
tion from the stochastic rules of this class of models gives
A~p? for small p and is confirmed numerically for the
RDSR-BD model [6].

In the present paper, we will study analytically and nu-
merically a lattice model with the crossover EW-KPZ in
d=1, which is helpful to clarify the universal and nonuniver-
sal relations in this crossover. The model is a restricted solid-
on-solid (RSOS) one [23], in which deposition and evapora-
tion of particles compete with probatilities p and 1-p,
respectively. EW behavior is found for p=1/2 and KPZ be-
havior for p # 1/2. We will derive analitically the KPZ equa-
tion for this process, which exhibits A ~g=p—1/2, where ¢
represents a small relative probability of KPZ growth in the
crossover region (p=1/2, ¢g=0). This linear relation be-
tween g and N\ is confirmed numerically and contrasts to the
parabolic law found in other competitive models. Conse-
quently, the A —p relation in the EW-KPZ crossover is clearly
a model-dependent feature and not a universal law. On the
other hand, our numerical work will also provide an estimate
of the crossover exponent ¢ which agrees with the theoreti-
cally predicted universal value ¢p=4, improving previous es-
timates which failed to confirm that prediction. This expo-
nent is obtained from the scaling of 7.(¢g), which is estimated
from the intersection of the EW and KPZ behaviors, as illus-
trated in Fig. 1. The inherent difficulties of the numerical
work, combined with the relatively simple, linear A—p rela-
tion, explain why estimating the crossover exponent is
usually so hard.

The rest of this work is organized as follows. In Sec. II we
will define precisely the discrete model, analitically derive
its associated KPZ equation, and confirm numerically the
A~ q relation. In Sec. III we will review the scaling argu-
ments predicting ¢»=4 and show the details of the numerical
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analysis which gives ¢=4.1£0.1. In Sec. IV we summarize
our results and present our conclusions.

II. THE DISCRETE MODEL AND THE ASSOCIATED
KPZ EQUATION

In our competitive model, the deposit obeys the RSOS
condition at any time; i.e., the maximum height difference
between neighboring columns is equal to the particle size a
[23]. In the simulations, we consider a=1. At each step of
the process, a column of the deposit is randomly chosen.
Subsequently, deposition and evaporation attempts are cho-
sen with probabilities p and 1—p, respectively. When evapo-
ration is chosen, the top particle of that column is removed if
the RSOS condition is satisfied after evaporation; otherwise,
this attempt is rejected. When deposition is chosen, a new
particle is deposited at the top of that column if the RSOS
condition is satisfied; otherwise, this attempt is rejected. The
time unit 7 corresponds to L attempts of evaporation or depo-
sition in a substrate with L columns. In the simulations, we
considered 7=1.

This model was previously studied numerically by Amar
and Family [24], in order to show the universality of scaling
functions and amplitude ratios for KPZ processes in d=1.
However, that analysis was restricted to p=0.75, conse-
quently far from the region of EW-KPZ crossover.

Now we construct the associated KPZ equation of this
process starting from the master equation and performing a
Kramers-Moyal expansion [25], following the standard
method used in Refs. [7,27,28]. Related recent work on this
model is shown in Ref. [8].

First consider the deposition process according to the
RSOS condition. The transition rate W(H,H') from the
height configuration H={h;} to the configuration H' ={h/}
for this process is

1 ! !
W(H,H') = ;2 w s(hih+a) [ 1 8y, (6)
k j#k

where the 6 functions represent the condition that only the
height of the column of incidence can be increased and w,(co)

describes the condition for aggregation:
W = Oy — h)O(hy_y —hy), (7)

where the O(x) is the unit step function, defined as
O(x)=1 for x=0 and O(x)=0 for x<0. Consequently, the
first and second transition moments are

KD =S (] = h)W(H.H') = “O(hyy, — h) Oy, — )
T

H/
(8)
and
K2 =2 (h] = h)(h, —h)W(H.H)
HI
a2
= 7®(hi+1 —h)O(h;_y —h) 8, j). 9)
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For RSOS evaporation, the transition rate and the transi-
tion moments are those of Egs. (7)—(9) with opposite signs in
the arguments of the ® functions.

The Kramers-Moyal expansion of the master equation for
the process provides the stochastic equation [25]

E e (10)

where 7; is a Gaussian white noise with zero mean and co-
variance (7,(1)7;(t'))=08(i,j)&(r—1t'). For the competitive
model, we obtain

h;

@h,
o =p=O(h;y, -

h)O(hi_y = h;)
-(1 —P)%l_(a(hi = hi)O; = hiy) + Dy, (11)

where D; is constant.

In order to pass from the discrete model to its continuum
limit, we can use some analytical representation of the step
function, which works in some limits. Many regularizations
for the O step function have already been suggested, such as
the hyperbolic tangent function [26] and maximum function
[27]. This representation is expanded in Taylor series, so that

O(x) =co+Crx+cox’+ -0 . (12)
Inserting this expansion into Eq. (11), we get

dh;

—=p- [Co"' cy(hiyy =

h) +co(hy —
dt 1) CZ( i+1

h)*co+ci(hi_y —hy)

a
+co(hioy — hi)z] -1 —P);[Co +c1(h; = hisy) + co(hy

- hi+1)2][00 +cy(hj=hiy) +co(h - hi—l)z] + D;7;.
(13)

Since the angular coefficient ¢; in the expansion of the ®
function [Eq. (12)] is expected to be of order 1/a, where a is
the lattice constant, we have ac; finite and nonzero. More-
over, a/ 7— const because this is the random growth velocity.

In order to make a continuous description of the model, it
is interesting to define a continuous function W(x,¢) that in-
terpolates all points h;(r) of the substrate, while a is kept
finite [29]. This procedure allows us to write a continuous
equation for the growth model without ill-defined limitation
of the lattice constant. We can write

&k‘I’) (xa)k

hisy—hi=V(x+xa)-V(x)= 2(& T

(14)

so that substitution in Eq. (13) gives
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a, a
— =(2p-1)—cy+ —coc;V*¥(x)
dt T T
3
a
+(1=2p)—(
T

= 2c0c) [V + - + 7(x,0).

(15)

The higher-order terms omitted in Eq. (15) involve higher-
order derivatives of the function W, which vanish under
renormalization.

This equation must reproduce correctly the random depo-
sition model, when all interactions between columns are
turned off. Consequently, the best choice is to put cy=1.
Also, all the above-mentioned choices for representing the ©
function, such as the hyperbolic tangent, lead to ¢,=0. This
is typical of odd functions, such as f(x)= 6(x)—1/2. Thus we
get

o 2
—(x,n=02p- 1)6—1 +ac, a—VZ\If
ot T T

+(1=2p)ac)? (V)2 + n(x.0).  (16)

which is the KPZ equation associated with the RSOS model
with deposition and evaporation. All terms on the right-hand
side of Eq. (16) are finite quantities, where a/7 is the mean
growth rate and @/ 7 is a diffusion constant.

It is interesting to recall that the choice of the value of
0(0) is arbitrary because the step function is nonanalytic at
the origin. Thus, if our choice were 6(0)=1/2, instead Eq.
(7) we would have to represent the aggregation condition as

Wf(o) = O(hyyy = ) Oy = h)[1 + S(hy, by + 1)
+ Ohy,hy = 1) + 8(hy, by + 1) 8(hy by — 1)1, (17)

where &(i,j) is the discrete Kronecker delta. As expected,
this also gives the KPZ equation for the model, but the
choice 6(0)=1 is suitable to represent the aggregation rule in
a concise form.

Comparison of Egs. (16) and (1) shows that \ varies lin-
early with g=p—1/2. As expected, A <0 when deposition is
dominant and A >0 for dominant evaporation. Such a linear
relation is similar to that predicted for a single-step model by
Derrida and Mallick [30] through a mapping onto a one-
dimensional asymmetric exclusion model. On the other hand,
it contrasts to the N\ ~p? law obtained by Muraca et al. [7]
for pure KPZ models (with finite A) competing with pure
EW models, such as the RDSR-BD model [6].

This linear A—p relation was confirmed numerically. The
coefficient N can be calculated from the tilt-dependent
growth velocity in the KPZ regime. If a given KPZ process
takes place on an infinitely large substrate of inclination u,
then \ is related to the growth velocity v as [31-33]

)
h= (014 ) (18)

(this form applies to d=1, but is straightforwardly extended
to higher dimensions). Several probabilities in the range
0.55=p=<1 were considered for the simulations in sub-
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FIG. 2. (a) Growth velocity v as a function of inclination u for
the competitive model with p=0.55 (triangles), p=0.65 (crosses),
and p=0.75 (squares). Dashed lines are parabolic fits of each set of
data. (b) Estimates of \ as a function of the reduced probability
q=p-1/2 (squares) and a least-squares fit of the data (dashed line).

strates of length L= 10*. For each p, inclinations from
u=0.1 to u=0.8 were considered and the deposit was grown
until times sufficient long for the KPZ regime to be attained.
Average values were taken over 100 realizations for each p
and u.

Figure 2(a) illustrates the method to calculate A from the
growth velocities for three different values of p. The para-
bolic fits accurately represent the data behavior for all incli-
nations. Using those fits and Eq. (18), we obtained estimates
of N\ for each p. In order to check the accuracy of these
estimates, we also calculated the ratio (v—vg)/u’ (v, is the
growth velocity at zero slope) and extrapolated that ratio to
the limit u— 0. The estimates of N\ agreed with those ob-
tained from the parabolic fits within error bars. In Fig. 2(b)
we show N versus g, which confirms the linear relation be-
tween those quantities for a large range of values of ¢, in
agreement with the KPZ equation obtained for the process.

III. NUMERICAL STUDY OF THE EW-KPZ
CROSSOVER

First we recall the arguments that lead to the prediction of
a crossover exponent ¢p=4.

In the works of Grossmmann, Guo, and Grant (GGG) [18]
and of Nattermann and Tang (NT) [19] (see also [20]), this
result is derived from multiscaling relations for systems with
crossover EW-KPZ in d=1. They proposed relations in the
form

W(L.1) :Laf<5,£>, (19)
£

where §C~ti/ZEW is a crossover length and zpy=2 is the dy-
namical exponent of EW processes. Assuming that 7. scales
as Eq. (5), they obtained ¢p=zgy/(agy+zzw—2) using scal-
ing arguments. In d=1, we have Bgy=1/4 and agy=1/2,
which gives ¢=4 in d=1. This was confirmed by one-loop
renormalization group calculations by NT.

The same result also follows from the expected roughness
scaling of KPZ in d=1. Assuming dynamic scaling in the
nonlinear and saturation regimes, Amar and Family [17,24]
showed that the roughness scales as

t
W(L,t) ~ Ll/2g<|)\|ﬁ>, (20)

where g is a scaling function and where the dependence of W
on the parameters v and D of Eq. (1) was omitted. In the
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FIG. 3. W/t"* at small times ¢ for the competitive model with
p=0.7 (circles) and p=0.6 (squares) in a large lattice (L=10%). The
inset shows a close-up of the data for p=0.7 in the EW region. The
dashed lines are linear fits of the data in those regions.

growth regime, it gives W~ |\|'3¢3 [ Bxp,=1/3 in Eq. (3)].
Now assuming that the crossover EW-KPZ takes place when
the EW roughness [Eq. (3) with Bgy=1/4] matches that of
KPZ, as illustrated in Fig. 1, we obtain )\”3ti/ 3 ~ti/4, from
which ¢=4 also follows.

This last argument is the basis for the numerical calcula-
tion of ¢. using the roughness in the EW and KPZ regimes.
First, it is necessary to calculate scaling amplitudes not
shown in Eq. (3): for the EW regime we have

W=~ A4, (21)
and for the KPZ regime we have
Wy =~ Br'3. (22)
Matching these forms at 7. we obtain
A\12
e el 23
~(3) 2

Consequently, 7, can be determined from the estimates of the
amplitudes A and B.

Simulations of the RSOS model with deposition and
evaporation were done for several values of p, in lattices
with L=10°, up to times approximately 10°. One hundred
deposits were generated for each p.

In Fig. 3 we show W/t'* for small times ¢ with p=0.7 and
p=0.6. That ratio is expected to be constant in the EW re-
gime. A narrow region 20<¢=<40 with this feature is ob-
served for p=0.7, while a wider EW region is found for
smaller p. Here it is important to recall that other competitive
models fail at this point because a clear EW region is found
only for very small p, where the KPZ regime becomes diffi-
cult to be attained in simulation; one example is the model
involving ballistic deposition and the Family model studied
in Ref. [6].

The calculation of amplitude B is slightly more difficult
because the ratios W/t'? are not constant inside a time win-
dow long enough to extend to the maximum simulation
times. In other words, the presence of significant corrections
to scaling in Eq. (22) has to be taken into account. This can
be done with the extrapolation of W/¢'? as a function of
1/1'3, as shown in Fig. 4 for p=0.7 and p=0.6 (see also Ref.
[6]). Although the range of the variable 1/t (abscissa of
Fig. 4) is relatively small, it comprises almost two decades of
the largest values of . Good linear fits of the data are ob-
tained in these large time regions, which suggests constant
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FIG. 4. W/t versus 1/¢' at long times, for p=0.7 (circles)
and p=0.6 (squares) in a large lattice (L=10%). The dashed lines are
linear fits of the data.

(but large) subdominant corrections to Eq. (22). The ampli-
tude B is estimated from the intersection of those fits with the
vertical axis (f— ).

For fixed p, different ranges of the variable 1/ were
chosen for the extrapolation of the data and the calculation of
error bars in the estimates of the amplitude B. This procedure
provides reliable and accurate final estimates of that ampli-
tude. For instance, for p=0.7 (Fig. 4), we obtain
B=0.330+£0.004. We also observe that, while the amplitude
A slowly varies with p (nearly 10% from p=0.55 to p=0.8),
the amplitude B has a remarkable dependence on p [consis-
tent with B~ ¢'®, which follows from X ~ ¢ and Eq. (20)].

The estimates of ¢, obtained from Eq. (23) are shown in
Fig. 5 as a function of g=p—-1/2. Linear fits of different
subsets of those data give

1, ~ q—(4.1:0.l). (24)

11/3

The linear relation between g and N implies ¢=4.1+0.1,
which is in excellent agreement with the theoretically
predicted value.

Here it is important to recall that, in other competitive
models such as the RDSR-BD one [6], the calculation of ¢,
with accuracy was not possible. For instance, a clear EW
growth regime (with Bgy=1/4) is observed in that model
only for very small p, but in these conditions the KPZ
growth regime (with Bgp,=1/3) is not attained within a rea-
sonable simulation time. This may be a consequence of the
typically huge scaling corrections of BD [34]. However, we
believe that the main reason for those difficulties is the para-
bolic A—p relation, which significantly reduces the range of
p where both regimes can be numerically analyzed.
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FIG. 5. Crossover time ¢, versus g=p—1/2 for the competitive
model with 0.55< p=0.8. The dashed line is a linear fit of the plot,
with slope near —4.1.

IV. CONCLUSION

We studied a competitive growth model in 1+1 dimen-
sions involving RSOS deposition, with probability p, and
RSOS evaporation, with probability 1—p. This model may
be viewed as a discrete realization of the continuum KPZ
equation with an adjustable nonlinear coupling A related to
p. Its corresponding KPZ equation is derived, showing that
I\| linearly increases with g=p—1/2, so that the process
belongs to the EW class for p=1/2. This result is confirmed
numerically by calculation of tilt-dependent velocities for
several values of p. It contrasts to the parabolic A —p relation
obtained for competing models involving a KPZ and an EW
process, which shows that this relation, although being of
wide applicability, is not universal.

We also calculated numerically the scaling amplitudes of
the EW and KPZ growth regimes for several values of p.
From these quantities, estimates of the crossover times f?,
were obtained. They scale as Eq. (5) with ¢=4.1£0.1, in
excellent agreement with the theoretically predicted value of
the crossover exponent. This result improves previous ones,
which suggested ¢=~3 from simulations of the KPZ equa-
tion. We believe that this work provides an important, possi-
bly definite confirmation of scaling relations predicted for
the EW-KPZ crossover in d=1.
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